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STATEMENT OF RELEVANT FACTS 

PARTIES INVOLVED 

1. Cero is a country with a population of approximately 50 million people. It recognizes 

the right to free speech and information and its obligations are consistent with 

international law. It is primarily engaged in manufacturing arms and has a regional 

defence pact with its neighbour Enos.  

2. Una is a Cerovian model and social media influencer with seventeen million followers 

worldwide. She was recently declared the most influential person in Cero. She posts 

regularly on matters concerning public importance, including women’s rights, 

LGBTQIA+ rights, and the arms trade between Cero and Enos. Una utilizes the 

RMSM service offered by OneAI.  

3. OneAI is a technology company that has developed several sophisticated AI 

programmes at the global stage. It recently launched RMSM, a programme that 

generates social media content for its subscribers. These programmes are compliant 

with the community standards of the relevant social media platform it posts content 

on.   

DIGITAL SERVICES ACT 

4. Cero enacted the DSA to regulate social media and social media services. Section 28 

criminalizes the indirect encouragement of terrorism, which includes the glorification 

of terrorist entities. Section 77 empowers the DRC to receive and investigate 

complaints alleging violations of the DSA. Section 100 defines glorification and 

terrorism.  
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RUN-MY-SOCIAL MEDIA (RMSM) 

5. RMSM is an open-source AI tool which works as a plug-in into existing social media 

platforms. Through continuous learning, it automatically generates content on its 

users’ behalf, imitating their styles, habits, preferences, and views.  

6. Its market version was being used by 800,000 individuals at a monthly subscription of 

$9.99. OneAI’s Terms of Service specified that 100% of RMSM’s auto-generated 

content is fully compliant with the community standards of the relevant social media 

platforms.  

7. RMSM gives users an option to either approve the content generated by it or post 

auto-generated content without the user’s approval. Users can control the frequency of 

the auto-generated content, schedule posts, and list preferences in terms of themes and 

topics. OneAI offers users discretion to designate generated content as suggested, 

autogenerated, or turn off the labelling feature. 

CRISIS IN ENOS 

8. There has been a conflict in Enos between the government and the ELA, a terrorist 

entity engaging in violence against the Enosian government. At the peak of this 

conflict, there existed a state of armed conflict, with casualties on both sides and other 

civilian casualties. A significant number of the arms being used in this conflict were 

supplied to Enos by Cero.  

9. Enos maintained a zero civilian casualty policy during this conflict. It alleged that the 

ELA used civilians as human shields. There were several criticisms, including by 

Una, against Cero’s arms trade with Enos. There were calls for a ceasefire and a 

cessation of all hostilities.  
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POSTS BY UNA 

10. Having turned off RMSM’s labelling feature, Una permitted it to autogenerate 

content and post it without her approval on her behalf on social media. She then 

posted multiple posts concerning the Enosian crisis in the town of Naut. 

Date Platform Auto-

Generated 

Content of the Statement 

14 March 

2023 

Instagram No 

(Reviewed) 

A video calling for a ceasefire with the 

caption ‘#Naut’ and ‘#StopArmingEnos 

16 March 

2023 

Facebook and 

Instagram 

No 

(Reviewed) 

The genocide must stop! #♥Naut 

#StopArmingEnos #✊Ela’ 

17 March 

2023 at 9.00 

AM 

Instagram Yes 

(Reviewed) 

Stop the genocide! #♥Naut 

#StopArmingEnos #✊Ela 

17 March 

2023 at 11.00 

AM 

Facebook Yes 

(Not 

Reviewed) 

The genocide must stop! I stand in 

solidarity with ELA. #♥Naut 

#StopArmingEnos #✊Ela 

 

11. Una’s last statement encountered many negative comments and she deleted the same 

more than an hour later. At 2.00 AM on 18 March 2023, there was an attack on a 

Cerovian weapons manufacturing facility on its border with Enos. Preliminary reports 

pointed to the ELA sympathizers as the cause for the attack. 



 

XXXVIII 

 

LEGAL PROCEEDINGS AND PROCEDURAL HISTORY 

12. The DRC received multiple complaints concerning the impugned post because it 

glorified terrorism. It submitted the report to CCID, which initiated proceedings 

against Una and OneAI.  

13. Una and OneAI were jointly found guilty by the High Court for  recklessly publishing 

content that indirectly encouraged terrorism through the glorification of a terrorist 

entity. Their conviction and sentence were upheld by the Court of Appeals and 

Constitutional Court. 

14. Consequently, Una and OneAI filed applications before the Universal Court of 

Human Rights on the ground that their rights under Article 19 of the ICCPR were 

violated.  

 

 

  



 

XXXIX 

 

STATEMENT OF JURISDICTION 

Una and OneAI (Applicants) have approached the Universal Court of Human Rights on 

issues relating to the right of freedom of expression under Article 19 of the International 

Covenant on Civil and Political Rights. The State of Cero submits to the jurisdiction of this 

Honourable Court. 

 

 

  



 

XL 

 

QUESTIONS PRESENTED 

 

 

 

 

I.  

DID UNA’S CONVICTION AND SENTENCE UNDER THE DIGITAL SAFETY ACT VIOLATE HER 

RIGHT TO FREEDOM OF EXPRESSION UNDER ARTICLE 19 OF THE ICCPR. 

 

 

 

II.  

DID ONEAI’S CONVICTION AND SENTENCE UNDER THE DIGITAL SAFETY ACT VIOLATE ITS 

RIGHT TO FREEDOM OF EXPRESSION, INCLUDING THE FREEDOM TO IMPART INFORMATION, 

UNDER ARTICLE 19 OF THE ICCPR. 

  



 

XLI 

 

SUMMARY OF ARGUMENTS 

QUESTION I 

Una’s conviction and sentence of one year, fine of $1,500, and one-month ban from the use 

of social media does not violate Article 19 of the ICCPR. 

First, Una’s conviction is prescribed by law. The indirect encouragement and recklessness 

standards, as well as the definitions of terrorism and glorification, are sufficiently precise. 

This is because of the uncertain scope of terrorism and the misuse of the internet to propagate 

the same. The foreseeability of Una’s conviction for glorification and the presence of entities 

such as the DRC to prevent arbitrariness highlight that the DSA is sufficiently precise. 

Second, Una’s conviction serves the legitimate aim of countering terrorism, thereby 

protecting Cero's national security and public order interests.  

Third, Una’s conviction corresponds to a pressing social need. She was reckless in failing to 

exercise due diligence in RMSM’s use. The impugned post had the tendency to incite 

imminent violence, considering the content, context, and extent of dissemination of the 

statement. Since she is an influential individual with the constitutional duties to protect and 

safeguard national solidarity, she possesses special duties in the exercise of her rights.  

Fourth, Una's conviction is proportionate. This is because of the wide margin of appreciation 

accorded to states, the reduced punishments imposed, and sentences awarded for the 

glorification of terrorism in other states. Considering the precarious situation in Cero and the 

long duration of the conflict, penalties in the nature of a one-month ban are proportionate. 

Therefore, Una’s conviction and sentence did not violate Article 19 of the ICCPR. 



 

XLII 

 

QUESTION II 

OneAI’s conviction and subsequent fine and ban of one-month on the offering of RMSM 

does not violate Article 19 of the ICCPR. 

First, OneAI's conviction is prescribed by law as the DSA extends to legal persons. OneAI 

both publishes and disseminates content as it is not only a content provider but also an active 

intermediary. The possibility of corporations to fail to take due diligence measures make the 

scope of recklessness under DSA foreseeable for OneAI.  

Second, OneAI’s conviction serves the legitimate aim of countering terrorism, thereby 

protecting Cero's national security, especially considering the risk posed by generative AI and 

its increased exploitation by terrorist groups. 

Third, OneAI’s conviction corresponds to a pressing social need. OneAI failed to exercise 

due diligence measures by its failed to comply with the initial terms, providing only 

automatic content moderation, and failing to make labelling requirement mandatory. OneAI 

failed to discharge its heightened responsibilities given the ongoing conflict and its user base. 

Further, OneAI cannot be granted intermediary immunity because it was not a mere passive 

intermediary and exercised substantial control over the content. 

Fourth, OneAI’s conviction is proportionate. The nature, severity, and extent of 

dissemination of the impugned statement, given OneAI’s annual revenue, and fines imposed 

by other legislations justify the fine. Given the wide margin of appreciation accorded to states 

and the absence of a lesser intrusive method to pursue this aim, the ban was proportionate. 

Therefore, OneAI’s conviction and sentence did not violate Article 19 of the ICCPR. 
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ARGUMENTS 

[I] CERO DID NOT VIOLATE UNA’S RIGHTS UNDER ARTICLE 19 OF THE ICCPR BY 

CONVICTING AND SENTENCING HER UNDER THE DSA 

1. The High Court of Cero found Una guilty u/s 28 of the DSA for glorifying the ELA.
1
 She 

was convicted and sentenced to a suspended prison sentence of one year, with a 

prohibition of a fine of $1,500, and a prohibition of use of social media for one month.
2
 

With all domestic remedies exhausted,
3
 Una challenges her conviction and sentencing as 

violative of Article 19 of the ICCPR. 

2. The freedom of expression is a core tenet of a functioning democratic society
4
 that finds 

place in various human rights instruments.
5
 As emphasised by the ICCPR, derogations are 

                                                 

1
 Fact on Record [36].  

2
 ibid [37]. 

3
 ibid [42].  

4
 UNHRC, ‘General Comment No 34: Article 19: Freedom of Opinion and Expression’ (12 September 2011) 

UN Doc CCPR/C/G34 (‘GC 34’) [13], [22]-[25]; ACommHPR, ‘Resolution on the Adoption of the Declaration 

of Principles of Freedom of Expression in Africa’ (2002) ACHPR/Res 62(XXXII) 02; Abrams v United States 

250 US 616, 630 (1919); R v Keegstra [1990] 3 SCR 697 [89]; Vladimir Velichkin v Belarus Communication 

No 1022/2001 UN Doc CCPR/C/85/D/1022/2001 (HRC, 23 November 2005) [7.3]; Ingabire Victoire Umuhoza 

v Republic of Rwanda App no 003/2014 (ACtHPR, 24 November 2017) [119]; Liubou Pranevich v Belarus 

Communication No 2251/2013 UN Doc CCPR/C/124/D/2251/2013 (HRC, 15 October 2018) [6.4]; Berik 

Zhagiparov v Kazakhstan Communication No 2441/2014 UN Doc CCPR/C/124/D/2441/2014 (HRC, 25 

October 2018) [13.3]; Hasanov and Majidli v Azerbaijan App nos 926/14 and 9717/14 (ECtHR, 7 January 

2022) [53]; Gaši and others v Serbia App no 24738/19 (ECtHR, 30 January 2023) [77]; See also Paul M. 

Taylor, A Commentary on the International Covenant on Civil and Political Rights (CUP 2020) 538-540.  

5
 American Declaration of the Rights and Duties of Man (adopted 2 May 1948) art 4; European Convention for 

the Protection of Human Rights and Fundamental Freedoms (adopted 1950, entered into force 3 September 

1953), art 10; International Covenant on Civil and Political Rights (ICCPR) (adopted 16 December 1966, 

entered into force 23 March 1976) 999 UNTS 171 (‘ICCPR’) art 19; American Convention on Human Rights 

(adopted 22 November 1969, entered into force 18 July 1978) art 13; African Charter on Human and Peoples’ 

Rights (adopted 27 June 1981, entered into force 21 October 1986) art 9; CIS Convention on Human Rights and 

Fundamental Freedoms (adopted 26 May 1995, entered into force 11 August 1998), art 11; Arab Charter on 

Human Rights (adopted 22 March 2004, entered into force 15 March 2008), art 26; ASEAN Human Rights 

Declaration (adopted 18 November 2012), art 23; Universal Declaration of Human Rights (adopted 10 

December 1948) UNGA Res 217 A(III) art 19. 



 

2 

 

permissible if the restrictions are prescribed by law, pursue a legitimate aim, and are 

necessary in a democratic society.
6
 

3. It is submitted that Una’s conviction and sentence does not contravene Article 19 of the 

ICCPR because her conviction is prescribed by law [A], pursues a legitimate purpose [B] 

and is necessary in a democratic society [C]. 

[A] UNA’S CONVICTION IS PRESCRIBED BY LAW 

4. The law must be accessible and of a certain quality.
7
 It must be formulated with sufficient 

precision to ensure that acts proscribed can be foreseen and individuals can regulate their 

conduct accordingly.
8
 It must also contain adequate safeguards against arbitrary 

application.
9
  

                                                 
6
 ICCPR, art 19; GC 34 (n 4) [22]-[23]; Handyside v UK App no 5493/72 (ECtHR, 7 December 1976) 

(‘Handyside’) [50]; The Sunday Times v United Kingdom App no 6538/74 (ECtHR, 26 April 1979) (‘Sunday 

Times’) [49]; Tae Hoon Park v Korea Communication No 628/1995 UN Doc CCPR/C/64/D/628/1995 (HRC, 3 

November 1998) [10.3]; Afuson Njaru v Cameroon Communication No 1353/2005 UN Doc 

CCPR/C/89/D/1353/2005 (HRC, 19 March 2007) [6.4]; Pavel Levinov v Belarus Communication No 1812/2008 

UN Doc CCPR/C/123/D/2239/2013 (HRC, 26 July 2011) [6.3]; Khairullo Saidov v Taijkistan Communication 

No 2680/2015 UN Doc CCPR/C/122/D/2680/2015 (HRC, 4 April 2018) [6.3]; Halet v Luxembourg App no 

21884/18 (ECtHR, 6 September 2021) [110]; Narbutas v Lithuania App no 14139/21 (ECtHR, 19 December 

2023) [291]-[293].   

7
 UNHRC ‘Report of the Special Rapporteur on the promotion and protection of the right to freedom of opinion 

and expression, Frank La Rue’ (20 April 2010) UN Doc A/HRC/14/23 [79]; Cantoni v France App no 17862/91 

(ECtHR, 11 November 1996) [29]; Coeme and Others v Belgium App nos 32492/96, 32547/96, 32548/96, 

33209/96 and 33210/96 (ECtHR, 18 October 2000) [145]; Achour v France App no 67335/01 (ECtHR, 29 

March 2006) [42]; Kafkaris v Cyprus App no 21906/04 (ECtHR, 12 February 2008) [140]. 

8
 GC 34 (n 4) [25]; UN Economic and Social Council and UN Sub-Commission on Prevention of 

Discrimination and Protection of Minorities, ‘Siracusa Principles on the Limitation and Derogation of 

Provisions in the ICCPR’ (1984) UN Doc  E/CN 4/1984/4; Sunday Times (n 6) [49]; Fontevecchia and D’Amico 

v Argentina Series C No 238 (IACtHR, 29 November 2011) [52]; Selahattin Demirtas v Turkey (no 2) [GC] 

App no 14305/17 (ECtHR, 22 December 2020) [250]. 

9
 UNHRC, ‘Report of the Special Rapporteur on the promotion and protection of the right to freedom of opinion 

and expression, Frank La Rue’ (17 April 2013) UN Doc A/HRC/23/40 [29]; ICCPR, ‘Concluding Observations 

on the Fourth Periodic Report of the United States of America’ (23 April 2014) UN Doc CCPR/C/USA/CO/4 

[22]; Malone v UK App no 8691/79 (ECtHR, 2 August 1984) [67]–[68]; Maestri v Italy App no 39748/98 

(ECtHR, 17 February 2004) [83]; Weber and Saravia v Germany App no 54934/00 (ECtHR, 29 June 2006) 

[23]; Altuğ Taner Akçam v Turkey App no 27520/07 (ECtHR, 25 January 2012) [93]-[94]; Roman Zakharov v 

Russia App no 47143/06 (ECtHR, 4 December 2015) [230]; Beghal v UK App no 4755/16 (ECtHR, 22 August 

2016) [88]; Navalnyy v Russia App nos 29580/12, 36847/12, 11252/13, 12317/13 and 43746/14 (ECtHR, 15 

November 2018) [115]; Karastelev and Others v Russia App no 16435/10 (ECtHR, 6 January 2021) [78]-[97]. 
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5. It is submitted that the DSA is sufficiently precise [1] and has safeguards against 

arbitrariness [2]. 

[1] THE DSA IS SUFFICIENTLY PRECISE 

6. While certainty in laws is desirable, absolute precision is impossible because of the 

changing views of the society.
10

 The level of precision in a law depends on its content, the 

realm it covers, the number and status of those whose conduct it regulates.
11

 Considering 

the wide realm of terrorism the DSA is designed to cover, it is submitted that the 

impugned provisions, namely sections 28 and 100, are sufficiently precise.  

[a] Section 28 is sufficiently precise 

7. Section 28(1) penalises statements that indirectly encourage terrorism.
12

 Sub-section (2) 

criminalises reckless conduct.
13

 Sub-section (3) explains that indirect encouragement 

includes glorification.
14

  

8. First, indirect encouragement and glorification are necessary to bridge the gaps between 

emerging acts of terrorism and the inadequacy of direct incitement laws in dealing with 

the same.
15

 They form a proportionate response to the real danger of individuals being 

                                                 
10

 Wingrove v United Kingdom App no 17419/90 (ECtHR, 25 November 1996) [46]; Muller v Switzerland App 

no 10737/84 (ECtHR, 24 May 1988) [19]; Lindon, Otchakovsky-Laurens and July v France App no 21275/02 

(ECtHR, 22 October 2007) (‘Lindon v France’) [41]. 

11
 Silver and Others v The United Kingdom App nos 5947/72, 6205/73, 7052/75, 7061/75, 7107/75, 7113/75 and 

7136/75 (ECtHR, 25 March 1983) [88]; Chauvy and Others v France App no 64915/01 (ECtHR, 29 September 

2004) (‘Chauvy’) [43]-[45]; Editorial Board of Pravoye Delo and Shtekel v Ukraine App no 33014/05 (ECtHR, 

5 August 2011) (‘Editorial Board’) [52]; Centro Europa 7 S R L and Di Stefano v Italy App no 38433 (ECtHR, 

7 June 2012) [142]; Kudrevičius and others v Lithuania App no 37553/05 (ECtHR, 15 October 2015) [110]. 

12
 Fact on Record [5]. 

13
 ibid [5]. 

14
 ibid [5]. 

15
  UNSC Res 1624 (14 September 2005) S/RES/1624 (2005); Yaël Ronen, ‘Incitement to Terrorist Acts and 

International Law’ (2010) 23(3) Leiden Journal of International Law 645, 663-666; English Law Commission, 

Conspiracy and Attempts (Law Com No. 318, 2009) [6.42].  
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lured into terrorism.
16 

Given the wide reach of the internet, it was retained in the UK 

because it is designed to reduce the possibility of terrorist attacks
 
 by curbing the spread 

of violent ideologies.
17

 These offences exist in the UK,
18

 France,
19

 and Spain,
20

 and have 

been endorsed by the European Counter-Terrorism Strategy 2023
21 

and the Security 

Council.
22

  

9. While it might extend to the indirect encouragement of freedom fighters such as the ELA 

who use violence,
23

 a precise formulation of these offences is impossible. Such 

application has been upheld because of the absence of any exception in international law 

that protects their glorification.
24 

 

10. Second, an individual can be prosecuted for recklessness under the DSA.
25

 An individual 

is said to be reckless if he is aware of the risk that will exist and nevertheless proceeds to 

take the same.
26

 The expansion of intention as the only mens reus is necessary
27

 to cover 

                                                 
16

  R v Terence Roy Brown [2011] EWCA Crim 2751 [20]-[21]; R v Faraz [2012] EWCA Crim. 2820 [49]–[57]; 

‘Proposals by Her Majesty’s Government for Changes to the Laws Against Terrorism: Report by The 

Independent Reviewer Lord Carlile of Berriew Q.C.’ (6 October 2005) (‘Lord Carlile Report 2005’) [20]-[23]. 

17
  'Report on Terrorism Legislation and Protests' (Independent Reviewer of Terrorism Legislation, 23 

November 2023) [92]-[101] <https://terrorismlegislationreviewer.independent.govuk/wp-

content/uploads/2023/11/IRTL-Terrorism-and-Protests.pdf> accessed 27 November 2023 (‘IRTL Report on 

Terrorism’). 

18
 Terrorism Act 2006 (UK) s 1(1). 

19
 Criminal Code 2014 (France) art 421-2-5. 

20
 Criminal Code 2016 (Spain) art 578. 

21
 Council of Europe, ‘Counter-Terrorism Strategy (2023-2027)’ (8 February 2023) CM(2023)2-add-final. 

22
 UNSC Res 1624 (14 September 2005) S/RES/1624 (2005). 

23
 HC Deb (26 October 2005), vol 438 cols 325, 338, 364 (UK). 

24
 R v Gul [2013] UKSC 64 (‘R v Gul’) [45]. 

25
 Facts on Record [5]. 

26
 R v G [2003] UKHL 50 [41]; IRTL Report on Terrorism (n 17) [43].  
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cases where there exist difficulties in finding the origin of the attack and the identity of 

perpetrators.
28

 Recklessness is compliant with domestic legislation
29

 and international 

law.
30

  

11. Third, it cannot be argued that the non-restriction of the scope of terrorism to proscribed 

entities renders the Act imprecise. Such a restrictive construction criminalizes the 

glorification of the 9/11 attacks but not the Christchurch Bombings.
31

 Terrorism 

legislation in the UK,
32

 France,
33

 Israel,
34

 and Spain
35 

do not limit its scope to designated 

entities. Therefore, section 28 is sufficiently precise. 

[b] Section 100 is sufficiently precise 

12. Section 100 defines glorification and terrorism.
36

 Glorification includes the praise or 

celebration of terrorism and includes other cognate expressions.
37

 Terrorism includes the 

use of force to influence the government for the advancement of a political cause.
38

  

                                                                                                                                                        
27

 Republic of France Constitutional Court Decision no. 2018-706 QPC (18 May 2018) (‘France Constitutional 

Court Decision’) [5], [25].  

28
 Ulrich Sieber, ‘International Cooperation Against Terrorist Use of The Internet’ (2006) 77(3) The 

International Review of Penal Law 395, 411. 

29
 Joint Committee on Human Rights, The Council of Europe Convention on the Prevention of Terrorism (HL 

26/HC 247); Council of Europe, ‘Convention on the Prevention of Terrorism’ (adopted 16 May 2005, entered 

into force 1 June 2007) CETS 196 (‘Convention on the Prevention of Terrorism’), art 5; R v Abdul Rahman 

and Bilal Mohammed [2008] EWCA Crim. 1465 [5]; R v Ali [2018] EWCA Crim 547 (‘R v Ali’) [17]; Keiran 

Hardy and George Williams, ‘Free speech and counter-terrorism in Australia’ in Ian Cram (ed), Extremism, 

Free Speech and Counter-Terrorism Law and Policy (Routledge 2019). 

30
 Convention on the Prevention of Terrorism, art 5; IRTL Report on Terrorism (n 17) [52]-[60].  

31
 IRTL Report on Terrorism Legislation (n 17) [80]. 

32
 Terrorism Act 2000 (UK) s 1(1); Terrorism Act 2006 (UK), s 34.  

33
 Criminal Code 2014 (France), art 421-2-5. 

34
 Penal Law 5737 (1977) (Israel), s 144D2. 

35
 Criminal Code 2016 (Spain), art 578. 

36
 Fact on Record [7]. 
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13. The definition of terrorism cannot be considered imprecise because of the absence of a 

fixed definition of terrorism in international law
39

 and the multitude of forms it takes.
40

 

The constituent elements of section 100 are compliant with international and domestic 

norms.
41

 This definition was declared constitutional in the UK
42

 because a rigid definition 

would mitigate against national security interests. 

14. As submitted,
43

 a broad definition of glorification is necessary because of the uncertain 

definition of terrorism, the multitude of forms it takes, and the vast scope of the internet. 

The constituent elements of praise and celebration in the DSA were specifically retained 

in the UK as recent as November 2023.
44

  

15. The impugned statement concerned the glorification of the ELA, an armed entity that uses 

violence against its government and commits grave human right violations.
45

 Therefore, 

the ELA is a terrorist entity. In standing in solidarity with the ELA, Una celebrated its 

violent political cause by praising it amidst a conflict. Therefore, section 100 is 

sufficiently precise.  

                                                                                                                                                        
37

 ibid [7]. 

38
 ibid [7].  

39
 Al-Sirri v Secretary of State [2013] 1 AC 745 [37]; R v Gul (n 24) [31]. See also Ben Saul, Defining 

Terrorism in International Law (OUP, 2006); Ezekiel Rediker, ‘The Incitement of Terrorism on the Internet: 

Legal Standards, Enforcement, and the Role of the European Union’ (2015) 36(2) Michigan Journal of 

International Law 321, 332. 

40
 Crime and Security Act 2010 (UK); Terrorist Asset-Freezing etc Act 2010 (UK); Terrorism Prevention and 

Investigation Measures Act 2011 (UK); Northern Ireland Troubles (Legacy and Reconciliation) Act 2023 (UK); 

Sieber (n 35) 396. 

41
 Terrorism Act 2000 (UK) (n 32) s 1(1); Terrorism Act 2006 (UK) (n 18) s 34; Criminal Code (RSC, 1985, 

c.C-46) (Canada) s 83.01; UNSC Res 1566 (8 October 2004) S/RES/1566. 

42
 R v Ali (n 29); R v Gul (n 24) [38]. 

43
 See [9] of Arguments. 

44
 IRTL Report on Terrorism (n 17) [100]-[101]. 

45
 Fact on Record [19], [22]. 
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Therefore, the DSA is sufficiently precise and Una could have foreseen that the impugned 

statement will violate it. 

[2] THE DSA POSSESSES ADEQUATE SAFEGUARDS  

16. Despite the broad definition of terrorism, safeguards exist in the DSA against 

arbitrariness.  

17. First, section 77 requires the DRC to scrutinize complaints and decide those that merit 

prosecution.
46

 Similar legislations in the UK
47

 and Canada
48

 require authorization by 

specific entities to initiate proceedings. This ensures that there is no arbitrary abuse of 

rights.
49

  

18. The DRC’s report is forwarded to the CCID, which independently investigates the 

complaint and decides to initiate prosecution.
50

 The adjudication of claims is done by the 

High Court of Cero.
51

 Since international law is directly applicable in Cero,
52

 judicial 

interpretations are compliant with Article 19 of the ICCPR. 

19. Second, section 28(4) prescribes penalties for violations of the DSA, including a 

restriction order on the use or provision of social media platforms.
53

 No upper limit is 

                                                 
46

 ibid [6]. 

47
 Terrorism Act 2006 (UK) (n 18) s 19. 

48
 Anti-Terrorism Act 2015 (Canada); Kent Roach, ‘Must we trade rights for security? The choice between 

smart, harsh, or proportionate security strategies in Canada and Britain’ (2006) 27(5) Cardozo Law Review 

2151, 2181-2182. 

49
 Lord Carlile Report 2005 (n 16) [49].  

50
 Fact on Record [32]. 

51
 ibid [7], [36]. 

52
 ibid [4]. 

53
 ibid [5].  
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prescribed for the imposition of a restriction order.
54

 However, meaningful limit cannot 

be placed given the wide range of offences under the DSA and the ever-changing digital 

landscape.
55

 Further, the right to appeal, exercised by Una,
56

  acts as a safeguard.
57

  

Therefore, the DSA has adequate safeguards against arbitrariness. 

[B] UNA’S CONVICTION AND SENTENCE PURSUES A LEGITIMATE AIM  

20. Free speech can only be restricted to grounds enshrined in Article 19(3) of the ICCPR.
58

 

Counter-terrorism efforts constitute a legitimate basis to curb free speech since they 

protect national security and public order.
59

 In the aftermath of terrorist attacks, India,
60

 

Sri Lanka,
61

 New Zealand,
62

 Canada,
63

 Ireland,
64

  and the European Union
65

 have enacted 

                                                 
54

 ibid [5].  

55
 Graeme Newman & Ronald V Clarke, ‘Policing Terrorism: An Executive’s Guide’ (US Department of 

Justice, 2008) 36 <https://www.ojp.gov/ncjrs/virtual-library/abstracts/policing-terrorism-executives-guide> 

accessed 19 December 2023. 

56
 Fact on Record [37]. 

57
 Malcolm Ross v Canada Communication No 736/1997 UN Doc CCPR/C/70/D/736/1997 (HRC, 18 October 

2000) [11.4]; Uzun v Germany App no 35623/05 (ECtHR, 2 September 2010) [72];  Gurtekin v Cyprus App nos 

60441/13, 68206/13 and 68667/13 (ECtHR, 11 March 2014) [28]. 

58
 Vladimir Viktorovich Shchetko and Vladimir Vladimirovich Shchetko v Belarus Communication No 

1009/2001 UN Doc CCPR/C/87/D/1009/2001 (HRC, 8 August 2006) [7.2]. 

59
 UNSC Res 1267 (15 October 1999) S/RES/1267; UNSC Res 1373 (28 September 2001) S/RES/1373; UNSC 

Res 1566 (8 October 2004) S/RES/1566; UNSC Res 1624 (14 September 2005) S/RES/1624 (2005); UNSC Res 

2178 (24 September 2014) S/RES/2178 (2014); Council Framework Decision 2008/919/JHA of 28 November 

2008 amending Framework Decision 2002/475/JHA on combating terrorism [2008] OJ L330/21; Martin 

Scheinen, ‘Limits to freedom of expression: lessons from counter-terrorism’ in Tarlach McGonagle and Yvonne 

Donders (eds), The United Nations and Freedom of Expression and Information (CUP 2015) 429; Evelyn Mary 

Aswad, ‘To Protect Freedom of Expression, Why Not Steal Victory from the Jaws of Defeat?’ (2020) 77(2) 

Washington and Lee Law Review 609, 625-626.  

60
 Information Technology Act 2000 (India). 

61
 Proposed Online Safety Act 2023 (Sri Lanka). 

62
 Harmful Digital Communications Act 2015 (New Zealand). 

63
 Anti-Terrorism Act 2015 (Canada). 

64
 The Online Safety and Media Regulation Act 2022, Number 41 of 2022 (Ireland). 

65
 Convention on the Prevention of Terrorism, art 5. 
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laws relating to digital safety and cyber-terrorism. In line with UN recommendations,
66

 

Cero enacted the DSA to counter the spread of radical, extremist, and violent ideologies 

through social media.
67

  

21. The glorification of a terrorist entity engaged in the violence risks propagating terrorism 

and disrupting public order.
68

 Prosecuting such statements seeks to bring about a 

behavioural change to prevent the justification of violence or hatred.
69 

The precarious 

situation underlying Cero is evinced by the brewing violence in Enos and escalating acts 

of terrorism plaguing the region.
70 

Furthermore, the attack on Cero’s defence facilities
71

 

in the aftermath of the impugned statement threatens Cero’s ability to defend itself.  

Therefore, Una’s conviction serves a legitimate aim. 

                                                 
66

 UNSC Res 1624 (14 September 2005) S/RES/1624 (2005). 

67
 Vaibhav Chadha, ‘Freedom of Speech and Expression versus the Glorification of Acts of Terrorism: Defining 

limits in the Indian Context’ (2021) 17 The Age of Human Rights Journal 54, 58, 61; Daragh Murray, ‘Freedom 

of Expression, Counter-Terrorism and the Internet in Light of the UK Terrorist Act 2006 and the Jurisprudence 

of the European Court of Human Rights’ (2017) 27(3) Netherlands Quarterly of Human Rights 331, 339-342; 

Robert Winnett & David Leppard, ‘Leaked No 10 Dossier Reveals Al-Qaeda’s British Recruits’ (The Sunday 

Times, 10 July 2005) <https://www.thetimes.co.uk/article/leaked-no-10-dossierreveals-al-qaedas-british-

recruits-9lpg68xw93r> accessed 2 December 2023; FBI, ‘What We Investigate: Terrorism’ (Federal Bureau of 

Investigation) <https://www.fbi.gov/investigate/terrorism> accessed 24 November 2023; Christian A. 

Honeywood, ‘Britain’s Approach to Balancing Counter-Terrorism Laws with Human Rights’ (2016) 9(3) 

Journal of Strategic Security 28, 34-35. 

68
 IRTL Report on Terrorism (n 17) [92]. 

69
 Stefan Sottiaux, ‘Bad Tendencies’ in the ECtHR’s “Hate Speech” Jurisprudence’ (2011) 7(1) European 

Constitutional Law Review 40, 54; Antoine Buyse, ‘Dangerous Expressions: The ECHR, Violence and Free 

Speech’ (2014) 63(2) The International and Comparative Law Quarterly 491, 493. 

70
 Fact on Record [19]-[22]. 

71
 ibid [29].  
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[C] UNA’S CONVICTION AND SENTENCE IS NECESSARY IN A DEMOCRATIC SOCIETY 

22. Any restriction must serve a pressing social need
72

 and be proportionate to the legitimate 

aims.
73

 It is submitted that the conviction and sentencing of Una served a pressing social 

need [1.3.1] and was proportionate to the legitimate aims [1.3.2]. 

[1] UNA’S CONVICTION SERVES A PRESSING SOCIAL NEED BY SAFEGUARDING PUBLIC ORDER 

23. The test of a pressing social need concerns itself with whether the reasons adduced for a 

certain restriction are relevant and sufficient.
74

 There must be a direct and immediate 

connection between the expression and the relevant public interest.
75

 It is submitted that 

there exists a pressing social need to restrict Una’s rights because Una acted recklessly 

[a], the impugned statement had the tendency to incite imminent violence [b], and her 

special duties and responsibilities justify conviction [c]. 

[a] Una was reckless 

24. Recklessness constitutes a sufficient mens rea to convict Una upon. Una subscribed to 

RMSM’s market version. As a user of an AI tool, it was expected of her to undertake a 

minimum level of due diligence.
76

 Such diligence includes subsequent moderation of 

                                                 
72

  Compulsory Membership in an Association Prescribed by Law for the Practice of Journalism (Arts 13 and 29 

American Convention on Human Rights) Series A no 5 (IACtHR, 13 November 1985) [46]; Gorzelik and 

Others v Poland App no 44158/98 (ECtHR, 17 February 2004) [95]; Herrera-Ulloa v Costa Rica Series C no 

107 (IACtHR, 2 July 2004) [122]; Otegi Mondragon v Spain App no 2034/07 (ECtHR, 15 September 2011) 

[49]; Perinçek v Switzerland App no 27510/99 (ECtHR, 15 October 2015) (‘Perinçek’) [196]-[197]. 

73
 Marques v Angola Communication No 1128/2002 UN Doc CCPR/C/83/D/1128/2002 (HRC, 29 March 2005) 

[3.9]; Schweizerische Radio-und Fernsehgesellschaft SRG v Switzerland App no 34124/06 (ECtHR, 21 June 

2012) [56]; Pentikäinen v Finland App no 11882/10 (ECtHR, 20 October 2015) [87]; Mohamed Rabbae v the 

Netherlands Communication no 2124/2011 UN Doc  CCPR/C/117/D/2124/2011 (HRC, 18 November 2016) 

[10.4]; Yashar Agazade and Rasul Jafarov v Azerbaijan Communication No 2205/2012 UN Doc  

CCPR/C/118/D/2205/2012 (HRC, 3 February 2017) [7.4]; Fragoso Dacosta v Spain App no 27926/21 (ECtHR, 

8 June 2023) [23]; Tuleya v Poland App nos 21181/19 and 51751/20 (ECtHR, 6 July 2023) [532]. 

74
 Bladet Tromsø and Stensaas v Norway [GC] App no 21980/93 (ECtHR, 20 May 1999) [58]-[73]; Editorial 

Board (n 11) [49]; Pentikäinen (n 73) [114]; Cheltsova v Russia App no 44294/06 (ECtHR, 13 June 2017) 

[100]; Mariya Alekhina and Others v Russia App no 38004/12 (ECtHR, 17 July 2018) [264]. 

75
 GC 34 (n 4) [35].  

76
 Sanchez v France App no 45581/15 (ECtHR, 15 May 2023) (‘Sanchez v France’) [190]. 
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content.
77

 Being beneficiaries,
 78

 users of AI tools also have proportionate obligations. 

Further, RMSM cannot evaluate the context in which statements are made.
79

  

25. Given Una’s previous critical statements about the Enosian crisis,
80

 it was reasonable to 

expect that RMSM might produce content that glorifies the ELA. However, she 

deselected the option for labelling the auto-generated content.
81

 Individuals react less 

severely to such labelled posts since they account for the possible contribution by a 

TOOL. Thus, Una did not exercise due diligence while using RMSM.  

Therefore, she was reckless in co-producing the impugned statement.  

[b] The impugned statement had the tendency to incite imminent violence 

26. In cases where the impugned statement can lead to violence, its content,
82

 context
83

, and 

extent of dissemination
84

 must be analysed. It is submitted that the impugned statement 

                                                 
77

 ibid [190]. 

78
 Christiane Wendehorst, ‘Liability for Artificial Intelligence: The Need to Address Both Safety Risks and 

Fundamental Rights Risks’ in Silja Voeneky and Others (eds), The Cambridge Handbook of Responsible 

Artificial Intelligence (CUP 2022) 187, 200. 

79
 Thiago Oliva Dias and others, ‘Fighting Hate Speech, Silencing Drag Queens’ (2021) 25 Sexuality and 

Culture 714; Case Decision 2020-003-FB-UA (Facebook Oversight Board, January 2021). 

80
 Fact on Record [24]-[27].  

81
 ibid [17].  
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 Khural and Zeynalov v Azerbaijan (no. 2) App no 383/12 (ECtHR, 19 January 2023) (‘Khural v Azerbaijan’) 

[43]-[44]; Morice v France App no 29369/10 (ECtHR, 23 April 2015) [126]. 

83
 Directive (EU) 2017/541 Of The European Parliament And Of The Council of 15 March 2017 on combating 

terrorism and replacing Council Framework Decision 2002/475/JHA and amending Council Decision 

2005/671/JHA [2017] OJ L88/6; Zana [57]-[60]; News Verlags GmbH & Co KG v Austria App no 31457/96 

(ECtHR, 11 April 2000) (‘News Verlags v Austria’) [52]; Muslim Gündüz v Turkey App no 35071/97 (ECtHR, 

14 June 2004) (‘Gündüz’) [43]-[49]; Saygılı and Falakaoğlu (no. 2) v Turkey App no 39457/03 (ECtHR, 21 

October 2008) [28]; Perinçek (n 69) [205]; Stomakhin v Russia App no 52273/07 (ECtHR, 9 May 2018) 

(‘Stomakhin v Russia’) [96], [98]-[109]; E.S. v Austria App no 38450/12 (ECtHR, 25 October 2018) (‘E.S.’) 

[50]; Erkizia Almandoz v Spain App no . 5869/17 (ECtHR, 22 September 2021) [45]; Zhablyanov v Bulgaria 

App no 36658/18 (ECtHR, 27 June 2023) [85]. 

84
 Karatas v Turkey App no 23168/94 (ECtHR, 8 July 1999) [52]; Polat v Turkey App no 23500/94 (ECtHR, 8 

July 1999); Gündüz (n 83) [44]; Vejdeland and Others v Sweden App no 1813/07 (ECtHR, 5 December 2012) 

(‘Vejdeland v Sweden’) [56]; Perinçek (n 8) [254]; R v Ali (n 29) [24]. 
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could have resulted in imminent violence, considering its content [i], the context in which 

it was made [ii], and the extent of dissemination [iii]. 

[i] The content of the statement increased the imminence of violence 

27. Imminence requires a reasonable probability that the speech would succeed in inciting 

actual action against the target.
85

 The public endorsement of violent ideas disturbs public 

order in society and its peace and tranquillity.
86

 Any positive depiction of terrorism, 

irrespective of the underlying intention, has been criticised
87

 and penalised.
88

 Such 

depictions offend the sensitivities of terrorism victims and can lead to violence.
89

 

28. The impugned post depicted a positive image of a terrorist entity that allegedly used 

civilians as human shields,
90

 despite their purported aim to fight against corruption and 

electoral malpractice.
91

 Una’s praise of ELA can radicalise its supporters to pursue 

violence. Considering the impugned statement followed violence in Enos, it justified 

violence and was thus inciteful. 

Therefore, the content of the impugned statement increased the imminence of violence. 

                                                 
85

 UNHRC, ‘Rabat Plan of Action on the prohibition of advocacy of national, racial or religious hatred that 

constitutes incitement to discrimination, hostility or violence’ (5 October 2012) UN Doc A/HRC/22/17/Add.4 

(‘Rabat Plan of Action’) [29]; Jersild v Denmark App no 15890/89 (ECtHR, 23 September 1994) (‘Jersild’) 
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[1957] 1 All ER 411 [416]. 

86
 France Constitutional Court Decision (n 27) [21]; Jorge López v Spain App no 54140/21 (ECtHR, 20 

September 2022) (‘Jorge López’) [20]-[21]; See also Buyse (n 69) 493. 

87
  HC Deb (26 October 2005), vol 438 cols 324-329. 

88
 Rouillan v France App no 28000/19 (ECtHR, 23 June 2022) (‘Rouillan v France’). 

89
 ibid [46]; Jorge López (n 86) [9]. 

90
 Fact on Record [22].  

91
 ibid [19]. 
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[ii] The context of the statement increased the likelihood of violence 

29. Prevalent socio-political circumstances are considered in assessing a statement’s 

context.
92

 In Zana, the ECtHR upheld the prosecution of a politician for a statement made 

in a violent situation in one of the most politically-sensitive regions in Turkey, despite the 

non-incitement of violence.
93

  

30. The instant facts are analogous to that of Zana. The situation in Enos has significantly 

worsened with the intensification of fighting between the Enosian government and the 

ELA, with civilian and rebel casualties.
94

 Online supporters of the ELA have criticized 

Cero for the supply of arms to Enos and called upon it to cease military ties with Enos.
95

 

The attack on a Cerovian Arms Manufacturing facility on its border with Enos points to 

the precarious situation in Cero. Arms manufacturing facilities constitute critical 

infrastructure,
96

 the destruction of which is extremely harmful for Cero’s national 

security.
97

 

Therefore, the context of the impugned statement increases the imminence of violence. 

[iii] The wide dissemination of the statement increased the likelihood of violence 

31. Extent of dissemination
98

 refers to the means of dissemination and the size and magnitude 

of the audience.
99

 The impugned statement was posted over Facebook, a global social 

                                                 
92

 Zana v Turkey App no 18954/91 (ECtHR, 25 November 1997) (‘Zana’) [51]. 

93
 ibid [62]. 

94
 Fact on Record [21]-[23], [30]. 

95
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96
 Michael N. Schmitt, Tallinn Manual 2.0 on the International Law Applicable to Cyber Operations (CUP 

2017) 564. 

97
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98
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App no 10692/09 (ECtHR, 28 August 2018)) [79]; Rouillan v France (n 88) [70]. 
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media platform with millions of users.
100

 The reach of the statement across the world 

aggravates its effects.
101

 The tendency of social media platforms to fuel riots cannot be 

discounted.
102

 They facilitate extensive spread of communication
103

 and are susceptible to 

amplifying hate speech.
104

 These platforms spread propaganda and disinformation,
105 

especially at the margins.
106

 In recognition of this nature of the internet,
107

 statements that 

do not ultimately incite violence have been criminalized.
108
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Therefore, the extent of dissemination on the internet increased the likelihood of violence. 

[c] Una’s special duties and responsibilities create a pressing social need 

32. The right to freedom of expression carries with it special duties and responsibilities that 

need to be taken into consideration when exercising the right.
109

  

33. Such duties are contingent on the individual’s status.
110

 Status refers to the possible 

influence that the speaker exercises on the audience.
111

  Una is Cero’s most influential 

individual
112

 with a fan following of roughly eight million in Cero and several million 

abroad.
113

 The influence of individuals who engage in debates on issues of political 

importance is incredibly high.
114

 Their speech requires higher scrutiny,
115

 especially in 
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violent times.
116

  Even though such posts highlight political conflicts, they cannot be 

protected if they glorify terrorism.
117

 

34. The scope of duties applicable in this case extends to the constitutional duty to preserve 

and strengthen national solidarity.
118

 The duty to preserve national solidarity should be 

read concurrently with restrictions on free speech.
119

 It casts an obligation on individuals 

to refrain from undertaking actions that alter the status quo in society.
120

 This is key in 

ensuring peace and development.
121

 The discontent expressed over Cero’s supply of arms 

to Enos points to the breaking of national solidarity. In such a hostile situation, the 

impugned statement increases the likelihood of violence, compromising Cero’s national 

security and solidarity. Therefore, Una’s special duties and responsibilities justify the 

pressing social need to convict her. 

Therefore, the Una’s conviction is necessary in a democratic society.  
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[2] UNA’S CONVICTION WAS PROPORTIONATE 

35. A measure restricting free speech under Article 19(3) must be the least restrictive 

measure to achieve the goal in question
122

 and the benefits of the restriction must be 

balanced with the harms caused.
123

 In this assessment, the nature and severity of the 

interference are relevant parameters.
124

  

36. States also enjoy a wide margin of appreciation in countering terrorism and dealing with 

threats to national security,
125

 especially those that tend to incite violence.
126

 This 

provides state lawmakers flexibility to use legislative efforts to deal with obstinate social 
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issues.
127

 This margin ought to be wide since there exists no consensus among states as to 

the threshold to curb free speech for terrorism.
128

  

37. It is submitted that the suspended imprisonment sentence for one-year [a], the fine of 

$1,500 [b], and the one-month ban [c] are proportionate. 

[a] Una’s imprisonment is proportionate 

38. Admittedly, criminal imprisonment is a measure of last resort in cases involving free 

speech.
129

 However, imprisonment is permissible when violence is incited.
130

 Una only 

had to go to prison if she complied with the one-month ban – which itself is a 

proportionate measure. Suspended imprisonments are even criticised for their low gravity 

and lack of any real penal consequences. Courts have found them to be proportionate 

when given alongside reduced fines.
131

 Further, the range of imprisonment generally 

ranges between one year and three and a half years for the glorification of terrorism.
132

 In 

Spain, a popular artist like Una was sentenced to nine-months of imprisonment for the 
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glorification of terrorism.
133

 To the contrary, Una only faced a suspended imprisonment, 

meaning that she was not even incarcerated.
134

  

Therefore, the one-year suspended imprisonment sentence is proportionate.  

[b] Una’s $1,500 fine is proportionate 

39. The courts also consider the financial situation of the applicant while determining 

proportionality of the fine.
135

 The fine only constituted 0.75 percent of Una’s monthly 

income. Further, glorification of terrorism is generally fined between the range of $1,500 

and $46,700.
136

 Even when violence has not been incited, glorification of terrorism has 

been fined €1,200
137

 and $1,500.
138

  

Therefore, Una’s reduced fine of $1,500 is proportionate.  

[c] Una’s one-month ban is proportionate 

40. The context and prevailing situation need to be considered in determining 

proportionality.
139

 Social media companies have imposed bans on individuals,
140
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including for the glorification of terrorist entities.
141

 Una was prosecuted before the 

Cerovian Courts while the conflict was ongoing.
142

 Given Una’s solidarity towards the 

ELA, the one-month ban was justified in light of the prevalent conflict.  

41. Further, the ban cannot impose a chilling effect on free speech. While the threat of 

criminal sanctions has an impact on discourse,
143

 the chilling effect arises out of vague 

and overbroad norms.
144

 The DSA is not vague or overbroad, and was foreseeable for 

Una. Thus, the ban does not impose a chilling effect. Therefore, the one-month ban on 

Una was proportionate. 

Therefore, Cero did not violate Una’s rights under Article 19 of the ICCPR. 
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[II] CERO DID NOT VIOLATE ONEAI’S RIGHTS UNDER ARTICLE 19 OF THE ICCPR BY 

CONVICTING AND SENTENCING IT UNDER THE DSA 

42. OneAI was found guilty u/s 28 of the DSA for the offence of indirect encouragement.
145

 

OneAI was guilty for joint production of the content posted from Una’s account, and a 

fine of $50,000 and a restriction order prohibiting the provision of RMSM’s services for 

one month were imposed.
146

 

43. Corporations enjoy the right to freedom of expression, including the right to impart 

information.
147

 However, this right is not absolute. While AI technologies such as RMSM 

possess a transformative value for society,
148

 they exist in a regulatory grey area.
149

 This 
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necessitates regulation through appropriate restrictions,
150

 subject to the three-pronged 

test of prescription, legitimacy, and necessity.
151

 

44. Admittedly, the one-month ban and the fine constitute a restriction on OneAI’s rights. It 

is submitted, however, that this restriction does not contravene Article 19 of the ICCPR 

because it is prescribed by law [A], pursues a legitimate aim [B], and is necessary in a 

democratic society [C]. 

[A] ONEAI’S CONVICTION AND SENTENCE IS PRESCRIBED BY LAW 

45. As submitted,
152

 any law must be sufficiently precise to allow individuals to regulate their 

conduct. Further, lack of adequate safeguards against arbitrariness violate this 

requirement. 

46. As submitted,
153

 DSA is sufficiently precise and has adequate safeguards. Further, OneAI 

could foresee its guilt under the DSA because of its professional nature [1], since it can 

publish and disseminate content [2], and since it can exercise recklessness [3]. 

[1] ONEAI COULD FORESEE LIABILITY GIVEN ITS PROFESSIONAL NATURE 

47. Legal persons fall within DSA’s scope.
154

 Entities carrying on professional activities that 

require a high degree of caution are expected to take special care in the assessment of 

                                                 
150
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risks that they entail.
155

 In the case of Delfi,
156

 the Court highlighted that as a professional 

publisher, the company should familiarize itself with domestic law.
157

 Since OneAI is one 

of the most technologically advanced AI companies operating in Cero,
158

 it should have 

sought legal advice on the scope of the DSA.
159

 Moreover, one of the objectives of DSA 

was to regulate the offering of social media services.
160

 Therefore, it was reasonably 

foreseeable that OneAI would be regulated given RMSM’s functionalities.
161

 

[2] ONEAI CAN PUBLISH AND DISSEMINATE CONTENT  

48. The DSA criminalizes publication or dissemination. RMSM both publishes and 

disseminates information. In Delfi, the liability of the act of publishing was extended to 

an active intermediary on the basis of the control exercised on the content and the 

economic interest involved.
162

 RMSM is an active intermediary exercising active editorial 

control and substantially modifying the content.
163

 Therefore, RMSM was engaged in the 

act of publishing as a content service provider. 

49. Dissemination implies making information available to third parties, at the request of the 

recipient of the service who provided the information.
164

 RMSM can post content on its 
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own without the user’s approval.
165

 This act of posting content on hosting platforms, on 

the user’s request, makes information available to third parties. Therefore, OneAI was 

engaged in the dissemination of information. 

[3] ONEAI CAN EXERCISE RECKLESSNESS IN ITS OPERATIONS 

50. Developers do not exercise direct control over the content generated but play a significant 

role in designing the algorithm.
166

 Even if AI companies cannot foresee a specific act 

beforehand, they can intend unforeseeable behaviour in general.
167

 Hence, some standard 

of mens rea can be attached.
168

 The relaxation of the standard of mens rea to include 

recklessness, coupled with the possibility of corporations failing to take due diligence 

measures effectively,
169

 suggests that OneAI falls within the DSA’s scope. 

[B] ONEAI’S CONVICTION AND SENTENCE PURSUES A LEGITIMATE PURPOSE OF 

PROTECTING NATIONAL SECURITY 

51. As submitted,
170

 the restriction on OneAI’s freedom of expression for prohibiting 

statements glorifying terrorism pursues the legitimate aims of protecting national security 

and public order. Additionally, generative AI aggravates the risk of radicalisation,
171
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considering the increased exploitation of AI technologies and the internet by terrorist 

groups.
172 

 

Therefore, the restriction on OneAI pursues a legitimate aim. 

[C] ONEAI’S CONVICTION AND SENTENCE WAS NECESSARY IN A DEMOCRATIC SOCIETY 

52. It is submitted that the restriction imposed on OneAI is necessary in a democratic society 

because it corresponds to a pressing social need [1] and is proportionate to the legitimate 

aims pursued [2]. 

[1] THERE WAS A PRESSING SOCIAL NEED 

53. As submitted,
173

 the test for a pressing social need concerns itself with whether the 

reasons adduced for a certain restriction are relevant and sufficient.
174

  

54. There was a pressing social need to prosecute OneAI because RMSM poses a harm to 

public interest [a] and it failed to exercise due diligence to mitigate this harm [b]. Further, 

RMSM has special duties and responsibilities [c] and cannot claim immunity on the basis 

of it being an intermediary [d]. 

[a] The risks posed by RMSM are unprecedented 

55. The black-box effects,
175

 autonomous behaviour, and limited predictability of AI
176

 make 

the regulation of AI inherently difficult.
177

 Generative AI tools such as RMSM are 

especially concerning given their unique nature.  

                                                 
172

 European Commission, ‘Proposal for a Regulation of the European Parliament and of the Council on 

preventing the dissemination of terrorist content online’ (12 September 2018) COM(2018) 640 final 

2018/0331(COD) 1; David Gilbert, ‘Here’s How Violent Extremists Are Exploiting Generative AI Tools’ Wired 

(9 November 2023) <https://www.wired.com/story/generative-ai-terrorism-content/>  accessed 18 November, 

2023; See also Foundation for Media Professionals v State (UT of J&K) (2020) 5 SCC 746 [13], [22]. 

173
 See [24] of Arguments. 

174
 M.P. v Finland App no 36487/12 (ECtHR, 15 December 2016) [51]; Bagirov v Azerbaijan App nos 

81024/12 and 28198/15 (ECtHR, 25 June 2020) [98]. 



 

26 

 

56. A tool such as RMSM in the hands of influential people such as Una poses a real threat to 

public order given its potential to hallucinate i.e. generate content that is untruthful.
178 

RMSM easily generates prohibited content in large volumes, defeating the already weak 

content moderation measures of social media platforms.
179

  

57. More importantly, AI tools such as RMSM cannot evaluate the context in which 

statements are made.
180

 The use of tools such as RMSM in precarious situations such as 

this provides increased opportunities for marginal organizations to amplify their 

propaganda.
181

 Therefore, AI companies complicit in the production of such prohibited 

content must be held culpable.
182
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[b] OneAI lacked due diligence 

58. The Guiding Principles establish global standards of expected conduct,
183

 including the 

respect for human rights.
184

 It lays down that the companies should conduct due 

diligence
185

 and engage in mitigation strategies compliant with internationally-recognized 

human rights principles.
186

 It should exercise ex-post and ex-ante regulation of content.
187

 

OneAI failed to exercise minimum standards of care. 

[i] OneAI did not exercise effective ex-ante regulation 

59. Ex-ante control is necessary to ensure the system’s alignment with public interest.
188

 

OneAI exercised ex-ante control through compliance with community standards,
189

 which 

was entirely AI based.
190

 However, it failed to discharge its obligations. 

60. First, inadequate content moderation is a failure to discharge duties.
191

 Moderating only 

through AI measures is inefficient because of the errors in automated filtering measures
192
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and their failure to contextualise the assessment of speech. This makes human reviewers 

necessary.
193

 This failure is dangerous, considering the political nature of the content 

RMSM was producing.
194

 

61. Second, OneAI’s non-compliance to its initial terms
195

 is a failure to discharge its duties. 

It failed to comply with its Terms of Service since the impugned statement violated 

Facebook’s Dangerous Organizations and Individuals Policy.
196

 Facebook prohibits any 

praise or support of Tier 1 entities.
197

 The ELA is a terrorist organization engaged in 

systematic criminal operations since 2012,
198

 thus qualifying as a Tier 1 entity. The 

statement I stand with Branton Tarrant violates the policy.
199

 The impugned statement is 

parallel to the above statement by engaging in the act of praising the ELA. 
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62. Third, any such compliance does not ensure due diligence since Facebook’s policies are 

not fully compliant with international human rights regulations and national 

legislations.
200

 

[ii] OneAI did not exercise effective ex-post regulation 

63. In addition to the hosting platforms, a minimum degree of monitoring or filtering is 

necessary from a platform’s users.
201

 OneAI failed to put effective ex-post mechanisms or 

systems monitoring the generated content. In not mandating the labelling of the 

autogenerated content, OneAI failed to discharge due diligence.
202

 Mandatory labelling 

ensures transparency,
203

 thereby preventing misinformation
204

 RMSM can be mistaken 

for a human actor
205

 and OneAI was aware that it might engage in political speech.
206

 

Therefore, RMSM ought to have had a mandatory labelling feature. 
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[iii] OneAI had heightened due diligence requirements given the circumstances and 

specificities of its service 

64. The special circumstances under which RMSM was operating, along with the user base 

and model of OneAI, impose heightened obligations on OneAI.  

65. First, corporations operating in a situation of armed conflict need to exercise heightened 

due diligence in line with the increased risks.
207

 Inadequate content moderation in such 

times can lead to propaganda and increased incitement of violence.
208

 

66. Second, OneAI assumes special responsibility given the specific nature of its user base
209

 

and  the medium used for the expression.
210

 Its user base majorly comprises celebrities 

and social media influencers who are financially dependent on the continuous production 

of content
211

 and those who exercise considerable public influence.
212

 Moreover, as 

explained above,
213

 OneAI has social media platforms as the hosting platforms, thereby 
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contributing to the extensive dissemination and increased spread of propaganda and hate 

speech. 

[d] OneAI must not be granted intermediary immunity given its active role 

67. Service providers which exercise mere passive, automatic and technical control over the 

content posted are intermediaries and are granted immunity from the claims against the 

user-generated content.
214

 Providers that substantially contribute and disseminate original 

content are not intermediaries.
215

 Substantial contribution can be inferred from a direct 

participation in the development of the alleged illegality.
216

 The court determines whether 

the entity is neutral or not.
217

  

68. The role of the entity in drafting the content of a commercial ad has been held to be 

relevant.
218

 Further, the optimization of the presentation of the content has also been held 

to be active control.
219

 However, RMSM is not entitled to any immunity since it both 

generated and substantially modified the content, qualifying as the publisher of the 

content. 
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69. OneAI was not a mere passive intermediary. The emoji-to-text conversion carries with 

itself some creative process,
220

 given the multiple interpretations possible.
221

 It involved 

substantial editorial control from OneAI. In learning from Una’s habits, engagements and 

reposts,
222

 OneAI exercised control in interpreting the emojis.
223

 

70. Even if the process was automated, OneAI cannot claim the status of a passive 

intermediary
224

 or reduce its culpability.
225

 Thus, the rearranging of text, selection of 

content even if based on user preferences, and moderation constitutes substantial 

contribution more than mere neutral or technical, automated and passive role.  

71. The purpose of the AI tool is a relevant factor.
226

 RMSM’s aim was to aid the user in 

generating content on their behalf and not merely summarizing or organizing 

information. Generative AI should be held strictly liable
227

 and be given no immunity as 

an intermediary.
228 

Therefore, OneAI should not be granted immunity. 
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Therefore, there was a pressing social need to convict OneAI. 

[2] THE FINE AND THE RESTRICTION ORDER ARE PROPORTIONATE  

72. As submitted,
229

 the nature and severity of punishment are considered in assessing 

proportionality.
230

 In such determination, the nature and gravity of the impugned 

statement is considered.
231 

Factors such as the size,
232

 market share of the operator,
233

 and 

the number of persons potentially affected determine this fine.
234

  

73. It is submitted that the fine of $50,000 [i], and the restriction order banning OneAI from 

offering RMSM for a month [ii] were proportionate to the aim pursued. 

[a] The fine of $50,000 is proportionate  

74. First, the $50,000 fine was proportionate since other domestic and regional legislations 

regulating AI and technology companies impose similar quantum of fines.
235

 The EU 

Artificial Intelligence Act provides for even higher fines, up to €20,000,000 or 4% of the 
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total annual turnover for the preceding financial year for non-compliance.
236

 As a large 

professionally managed commercial entity, OneAI directly derives economic benefits 

from the generated content.
237

 Given its subscription model, it earns $96 million 

annually.
238

 An amount of $50,000 is hardly 0.05% of its annual revenue generated.  

75. Second, businesses can be imposed with civil or criminal liability for failing to undertake 

mitigation measures in situations of armed conflict.
239

 OneAI failed to exercise due 

diligence and discharge its heightened responsibilities, causing grave risks to national 

security and human lives.
240

  

76. Third, sanctioning OneAI with a $50,000 fine serves as a deterrent for other AI 

companies to take necessary measures in ensuring that the AI algorithms do not generate 

harmful content.
241

 

Therefore, the $50,000 fine was justified. 

[b] The one-month suspension on RMSM is proportionate  

77. States enjoy a wider margin of appreciation in the commercial sphere,
242

 especially when 

competing private and public interests are involved.
243

 Temporary restriction orders have 
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been upheld if passed after adversarial judicial proceedings.
244 

OneAI’s suspension is in 

line with the recent jurisprudence arguing against heavy regulation of the sector. It 

ensures that the costs such platforms bear align with AI’s harms.
245

 

78. Contrary to harsher measures such as a complete ban on AI and digital media 

companies,
246

 or the revocation of licenses,
247

 OneAI’s ban is the less intrusive 

measure
248

 and lasted one month. Less restrictive measures such as the removal of 

specific content
249

 cannot be sanctioned because OneAI does not have the technological 

capability for its execution.  

79. The chilling effect on free speech
250

 is mitigated by the short and temporary nature of 

OneAI’s ban. Temporary restrictions on AI companies have proven effective in ensuring 
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the implementation of necessary due diligence measures.
251 

Therefore, the restriction 

order was proportionate. 

Therefore, OneAI’s prosecution u/s 28 of DSA was necessary in a democratic society and did 

not contravene Article 19 of the ICCPR. 
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PRAYER FOR RELIEF 

For the foregoing reasons, the Respondent respectfully requests this Honourable Court to 

adjudge and declare the following: 

I. Una’s conviction and sentence under the DSA do not violate her freedom of 

expression under Article 19 of the ICCPR. 

II. OneAI’s conviction and sentence under the DSA do not violate its freedom of 

expression, including the freedom to impart information, under Article 19 of the 

ICCPR. 

 

 

All of which is humbly prayed 

115R  

Counsel for Respondent. 

 

 

 


